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Dept. of Signal Processing and Communications

Universidad Carlos III de Madrid
Avda. Universidad 30, 28911, Leganés (Madrid) SPAIN

{rsmozos,antonio}@tsc.uc3m.es

Abstract

In this paper a novel approach to dis-
tributed detection is proposed. We
use learning-based local classifiers
and a likelihood ratio test (LRT) at
the fusion centre. As the soft out-
puts of the local detectors are not
restricted to have any probabilistic
meaning, we estimate the a posteri-
ori probabilities of the local classi-
fiers outputs to formulate the LRT
in the fusion centre.

The uncertainty of the estimated
densities can produce a biased LRT.
We propose to use confidence in-
tervals for the conditional densities
to determine the regions where the
LRT is precise. This regions provide
simple censoring schemes that only
allow transmissions of reliable infor-
mation for the decision.

Also, we develop the Neyman Pear-
son and sequential probability ratio
test for this scheme. The proposed
procedure is then applied to the au-
tomated infectious tuberculosis di-
agnosis.

Keywords: Distributed detection,
learning-based classifiers, censoring,
confidence intervals.

1 Introduction

Distributed detection common approach as-
sumes precise probabilistic models for the lo-

cal classifiers (sensors) and likelihood ratio
test (LRT) for the fusion centre [21]. How-
ever, imprecisions or errors in the modelling
can degrade significantly the performance of
the test. Also, it is usually difficult to obtain
good probabilistic models.

An statistical learning method that provides
both local sensors and fusion centre rules us-
ing just a training set (each sample consist of
all sensor outputs and the true decision) has
been recently proposed [13]. This avoids the
probabilistic modelling but it has two princi-
pal drawbacks: the obtention of the training
set can be difficult and the failure of a single
sensor provokes the hole system be retrained.

We proposed in previous works, [1, 2], the use
of learning-based local detectors in the con-
text of target detection in sensor networks.
The probabilistic interpretation of the local
classifier output is provided by the underly-
ing physics of the sensed phenomenon. This
approach does not suffer from the above draw-
backs as all the sensors are identical and the
data fusion is a LRT. In [18] we extended [1] in
a more general setting considering the design
of local classifiers and the probabilistic inter-
pretation of their outputs. Also we proposed
and ad-hoc censoring scheme.

In this work we generalise [18] by propos-
ing a more principled approach to the censor-
ing scheme. We consider censoring schemes
like [16] not only to avoid uninformative
transmissions to the fusion centre but also
taking into account the uncertainty in the
probabilistic interpretation of the sensor out-
put. To manage that uncertainty we obtain



confidence intervals for the conditional prob-
ability density functions (pdfs). The infor-
mation of the sensors is then transmitted if
it is informative enough and is in a region
where the confidence intervals of the condi-
tional pdfs do not overlap.

The proposed method applicability goes be-
yond the typical application of sensor net-
works and, as an illustration, we address a
medical image diagnosis problem: the detec-
tion of infectious tuberculosis patients.

The paper continues as follows: in Section 2
we address the problem of using a LRT at the
fusion centre when the local detectors are de-
signed using statistical learning methods. The
confidence intervals calculation is described in
Section 3. In Section 4 we develop the batch
and sequential LRT and the asymptotic per-
formance of the Neyman-Pearson (NP) test.
We propose different censoring schemes in
Section 5. The effectiveness of the methods
is shown in the above mentioned medical di-
agnosis problem using real data in Section 6,
and Section 7 concludes the paper.

2 Distributed Detection and
Learning

Two hypothesis are considered: H0 or null
hypothesis, and H1 or alternative hypothe-
sis. The fusion centre inputs arrive from `
identical binary local classifiers (or sensors),
each one providing a real soft output xi. The
local classifiers are designed using some gen-
erative or discriminative statistical learning
method [9] for solving a classification prob-
lem related, but not necessarily identical, to
the discrimination between H0 and H1.

The formulation of a LRT in the fusion cen-
tre needs the knowledge of the, in general not
available, conditional densities fX|H0

(xi|H0)
and fX|H1

(xi|H1). If the learning method is
a generative one, the generative model can
provide these densities either directly or after
some transformation. However, pure discrim-
inative classifiers are simpler, have less com-
putational requirements, and offer better per-
formance [9] in terms of error classification.

Among the discriminative methods, the ones
based on the Empirical Risk Minimisation
(ERM) principle [20], such Neural Networks
(NN) or Support Vector Machines (SVM), are
the most widely used. Some cost functions in
ERM provide solutions in which the soft out-
put of the classifier is directly interpretable
as a posterior probability [4] but at the cost
of complex classifiers or suboptimum classi-
fier architecture determination. Others, on
the contrary, like the one used in SVM, of-
fer excellent discrimination performances but
its soft output has no probabilistic interpreta-
tion. Even more, different cost functions can
provide the same classification boundary that
tends to the Bayes optimum classifier but dif-
ferent soft output.

As the goal of the classifier is not necessar-
ily the discrimination between H0 and H1,
and we prefer pure discriminative methods
we propose to estimate fX|H0

(xi|H0) and
fX|H1

(xi|H1) from a training set (see [19] for
different methods of density estimation).

The accuracy of the estimated densities
fX|H0

(xi|H0) and fX|H1
(xi|H1) is very impor-

tant for a LRT-based fusion centre. Uncer-
tainty in the estimates can induce a bias in
the LRT. This is very typical in the tails of
the pdfs where

fX|H1
(x|H1)

fX|H0
(x|H0) can be artificially

high (or low). To avoid biased (erroneous)
decisions, confidence intervals must be calcu-
lated for the estimated pdfs allowing to mea-
sure quantitatively where the pdfs can provide
reliable information.

3 Determination of confidence
intervals

To obtain confidence intervals for the esti-
mated pdfs we use Bootstrap methodology [7].
Let Z = {z1, z2, . . . , zn} a training set of the
conditioned sensor output. Let F̂ the empir-
ical distribution of Z. Bootstrap constructs
B different datasets (bootstrap samples) of
the same size than Z according to F̂ , that is,
sampling with replacement from Z. For each
bootstrap sample Zk, k = 1, . . . , B a boot-
strap pdf fk is estimated.



To obtain the confidence interval for point
x we evaluate all the bootstrap pdfs in that
point fk(x), k = 1, . . . , B. This produces B
values for that point and a confidence interval
can be obtained using the percentile, BCa or
ABC methods [7].

We use two methods to estimate the pdfs.
First, we use Gaussian Mixture Models
(GMM) [12]. GMM are suitable for prob-
lems where the dataset is large and can pro-
vide coarse estimates. To determine the ap-
propriate number of gaussians K we use a
bayesian method [17]. Then we estimate the
model using the EM method [6]. This re-
sults in B collections of the mixing parame-
ters {(π1,µ1,C1), . . . , (πK ,µK ,CK)}. Each
collection generates a different pdf fk.

Second, we use Parzen density estimation [14].
Parzen estimation main advantage is the ac-
curacy and its main disadvantage is the com-
putational cost when the number of points is
very large. We propose it to get accurate con-
fidence intervals of the pdf locally in the re-
gions of interest. We use, as usual, a gaussian
kernel for the Parzen estimate. The length
of this kernel is obtained using a jackknife-
maximum likelihood method [11]. Obviously,
for each bootstrap sample the Parzen estima-
tor obtains a different pdf. This pdfs are espe-
cially different in regions with very few points.
By using this procedure, the regions where the
accuracy of the pdf estimates is low can be
easily determined.

4 Hypothesis Testing

Assuming conditionally independence be-
tween the local detector outputs, and being
`t the number of sensors which are allowed to
transmit, the conditional probabilities at the
fusion centre are

fX|H1(x|H1) =

`tY
i=1

fX|H1(xi|H1)
Ỳ

j=`t+1

P (xj ∈ R̄|H1)

fX|H0(x|H0) =

`tY
i=1

fX|H0(xi|H0)
Ỳ

i=`t+1

P (xi ∈ R̄|H0)

where x are the observations and R̄ is com-
plementary of R, that is, the region where
transmission is not allowed. We will denote
P (xi ∈ R̄|H1) as PR̄|1 and P (xi ∈ R̄|H0)

as PR̄|0 for short. Note that the sensors not
transmitting also contribute to the log likeli-
hood ratio (LLR). The LLR test for a sensing
instant is

γ = ln
fX|H1

(x|H1)
fX|H0

(x|H0)

H0

≷
H1

τ (1)

When the number of sensor ` tends to infinity,
the LLR γ tends to a normal random variable.
Therefore, the threshold τ for NP test of level
α can be obtained by asymptotic gaussianity
(as in [1]) leading to

τ =
q

`(E{γ2
H0
} −D2(H0||H1))Q

−1(α)−`D(H0||H1)

where Q is the Marqum’s function and
Q−1 its inverse, D is the Kullback-Leibler
(KL) divergence [5], γH0 = γ|H=H0 and
D(Hi||Hj) = D(fX|Hi

(x|Hi)||fX|Hj
(x|Hj)).

To obtain the performance of the NP
test we use the large deviation the-
ory [5]. If εn is the probability of er-
ror (of some kind) obtained with n obser-
vations, the error exponent is defined as
limn→∞− 1

n ln εn. In NP test, the best error
exponent is given by Stein’s lemma [5], that
says that for any PFA (Probability of False
Alarm) α ∈ (0, 1)

lim
n→∞

1

n
ln βn = −D(fX|H0(x|H0)||fX|H1(x|H1)) (2)

where βn is the miss probability for a NP test
with n observations. Accordingly, the pur-
pose of the censoring scheme is maximise the
KL divergence of the transmitted decisions.

A sequential test compares the accumulated
LLR γk for k = 1 . . . `t

γk = (`− `t) ln
PR̄|1

PR̄|0
+

k∑
i=1

ln
fX|H1

(xi|H1)
fX|H0

(xi|H0)

with two thresholds πu, πl, which depend on
PFA and PD (Probability of Detection).

γk


≥ πu output H1

≤ πl output H0

otherwise continue.

By using Wald’s approximations [15]
πu ≈ ln PD

PFA
and πl ≈ ln 1−PD

1−PFA
. Note that

sequential test does not necessarily use all
the information available from the sensors.



For instance, if γk exceeds πu or πl for k < `t

the test ends, no more information is needed.
On the other hand, if γ`t does not exceed
πu or πl H0 can be decided if γ`t ≤ 0 or H1

if γ`t ≥ 0 but none of these decisions meets
the quality constraints. In this situation,
many applications made no decision and
another sensing round is used to accumulate
more evidence about the hypothesis. This
procedure is repeated until a decision can be
made.

The arbitrary precision is not the only nice
property of Sequential Probability Radio Test
(SPRT). Also, the average number of obser-
vations needed by an SPRT is not larger than
the number of observations needed by a fixed-
number of observations test (like NP). The
expected number of observations needed by a
sequential test to fulfill some requirements is
analysed in [15].

5 Censoring

Once fX|H0
(xi|H0) and fX|H1

(xi|H1) are
known (estimated) the region R where the
transmission is allowed can be determined. R
can be restricted to the values that contribute
significantly to the LLR. All the xi such that
ln

fX|H0
(xi|H0)

fX|H1
(xi|H1) ≈ 0 should not be transmit-

ted. Note that if R has a small probability,
no transmission will be allowed. In this case,
PR̄|1 and PR̄|0 will determine the test output.
For the sake of simplicity, let assume without
loss of generalisation the following: the local
classifier output is positive if it detects the
target and its value is greater as its certainty
increases; the same occurs for negative classi-
fier output; assume that the a priori probabil-
ity of target present is small. There are some
simple possibilities for the region selection:

1. Only transmissions to confirm H1 hy-
pothesis are made. R = {xi ∈
(th1, th2)} is the interval where pdfs
confidence intervals do not overlap and
ln

fX|H1
(xi|H1)

fX|H0
(xi|H0) > C, where C > 0 is the

threshold for non informative sensor out-
puts. The rational behind this strategy is
that the a priori probability of H1 is small

in many practical applications. This al-
lows a substantial reduction of the trans-
missions needed.

2. In addition to the previous criterion,
when a sensor is quite confident about
H0 hypothesis its transmission is also al-
lowed. R = {xi ∈ (tl1, tl2)∪(th1, th2)} are
intervals where pdfs confidence intervals
do not overlap and | ln fX|H1

(xi|H1)

fX|H0
(xi|H0) | > C;

LLR lower than zero confirm H0 and
greater than zero confirm H1. Transmit-
ting information about H0 can be useful
if the sensors are distributed in such a
way that a very confident negative deci-
sion can confirm H0 with high probability
and make the test finish quickly.

3. R = {xi ∈ (t1, t2) ∪ (t3, t4) ∪ . . .}. This
is a generalisation of the above schemes,
by using two or more intervals where dis-
crimination between hypothesis is high.

There is always a tradeoff between accuracy
and power/bandwidth consumption. With
perfect statistical information the best we
can do for accuracy is to avoid censuring.
But in practice, regions where the estimates
of fX|H0

(xi|H0) and fX|H1
(xi|H1) are poor

should not be used. This poor estimates can
produce artificial LLR that may push the test
towards the wrong direction. By using confi-
dence intervals for the pdfs, poor regions are
identified where the confidence intervals of the
pdfs of both hypothesis overlap.

6 Experimental Results

To illustrate the usefulness of the proposed
procedure, we consider an application outside
the typical one in distributed detection: sen-
sor networks. Here we address the medical
diagnosis of patients who suffer tuberculosis
(TB) from infectious (I) to non infectious (NI)
at the fusion centre using a local detector
which analyses microscopic images from pa-
tient’s sputum to detect the TB bacillus. As
mentioned in previous sections, the goal of lo-
cal detector (the detection of TB bacilli) is
different from the overall or data fusion goal



Figure 1: Regions obtained from an image.
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Figure 2: Automated detection of infectious
patients system.

(the classification of the patients). This ap-
plication requires a very low false alarm rate
and TB bacillus labelling is a very expensive
task. In this situation, it is very difficult to
obtain a learning based classifier that fulfills
the requirements. A statistical model of the
target is very difficult too. On the other hand,
as many images as required can be obtained
from the sputum.

A decentralised detection system can model
very well this problem: the images are di-
vided in small overlapping regions1, as shows
Figure 1, and each region is presented to the
local detector (it can be assumed that there is
a sensor centred in each region). All the infor-
mative enough local detector outputs are sent
to the fusion centre, which is an SPRT, who
asks for more images until the requisites are
fulfilled2. This way the performance of the
local detector is not so critical because the
performance requirements can be set in the
fusion centre. The system diagram is showed
in Figure 2.

For the experiments we use a database with 11

1Overlapping increase system’s performance and
simplifies classifier design. However, if regions over-
lap then classifier outputs are not independent. The
test for correlated outputs will be addressed in future
work.

2We expect non independence has little influence in
the final decision but it may affect quality requisites.

I patients, and 35 NI patients. There are 897
images, 424 belonging to I patients and the
rest to NI patients. The images are 1600x1200
pixels RGB, but we only use RG bands as
we do not expect to find information in blue
band. We employ 9 I patients and 20 NI for
training purposes and 2 I patients and 15 NI
patients for testing. This results in 569 images
for training and 328 images for testing.

6.1 Local detector

The training set for the local detector con-
tains 9987 regions labelled as bacillus, which
have been obtained from regions centred on
the bacillus that include real bacillus and ro-
tations and/or displacements of them as vir-
tual ones. We selected 10515 regions for the
background (regions where the bacillus is not
present). The test set contains 1179 regions
with bacillus presence and 28295 regions from
the background. Each region has dimension

Table 1: Classification performance using dif-
ferent feature extraction methods.

Method final dimension Accuracy AUC
- 3362 99.8371% 0.99347

PCA20 20 99.8914% 0.99985
LDA1 1 98.7379% 0.992
MMI20 20 99.6811% 0.99836

41 pixel × 41 pixel × 2 bands = 3362 pixels,
which is quite high. To reduce dimension-
ality we perform a feature extraction proce-
dure. We apply principal component analy-
sis (PCA) [3], linear discriminant analysis
(LDA) [8] and maximisation of mutual infor-
mation (MMI) [10] methods to this problem.
After feature extraction a SVM classifier was
trained. Table 1 shows a comparison among
the accuracy obtained by these feature extrac-
tion methods. The last column in this ta-
ble shows a measure of the pseudo Receiver
Operation Characteristic (ROC) curve that
is called Area Under the Curve (AUC). This
pseudo-ROC is obtained by sweeping the bias
of the SVM to achieve pairs (PD, PFA) from
PFA=0 to PFA=1. The first row represents
no feature extraction. According to this ta-
ble, PCA seems the best option, but is valu-
able to note the high accuracy obtained by



LDA using just 1 feature.

Using the pseudo-ROC the local detector has
been slightly biased to lower the false alarm
rate.

6.2 Fusion centre

Let H0 be the hypothesis that the patient is
NI and H1 the hypothesis that is I. To ob-
tain the SPRT fX|Hj

(xi|Hj) j = 0, 1 need to
be estimated. First, the output of the local
detector (a SVM without feature extraction
in this case) is obtained for all the regions of
the training images. Then, a Gaussian mix-
ture model is used to estimate fX|H0

(xi|H0)
and fX|H1

(xi|H1) using the images of NI and
I patients respectively. These estimates are
plotted in Figure 3 (a) for a confidence value
of 99%. To obtain the confidence intervals
1600 bootstrap samples where generated.

As most of the regions in NI and I pa-
tients do not contain bacilli the negative
part that dominates both pdfs fX|H0

(xi|H0)
and fX|H1

(xi|H1). Also, the number of re-
gions with bacilli is very small compared
with the region without bacilli and the mass
probability of both pdfs for positive outputs
of the local detector is very small. How-
ever, the discrimination is possible because
fX|H1

(xi|H1) > fX|H0
(xi|H0) in the region

xi ∈ (−0.54, 7.91) is positive as can be see
in Figure 3 (b). Note that a detected bacil-
lus corresponds to a positive output. As we
note in the above section we biased the local
detector to lower the false alarm rate. This is
not important because we can see clearly that
negative outputs greater than −0.54 increase
the evidence for an ill patient.

To improve the accuracy of the confidence in-
tervals in the selected region using GMM we
estimate the conditional pdfs of the samples
greater than −0.9 using Parzen method. We
use samples from −0.9 instead from −0.54 to
avoid border effects. The result using 1500
bootstrap samples is showed in Figure 4. Note
than the region where the conditional pdfs
confidence intervals do not overlap has been
reduced to xi ∈ (−0.48, 3.14).
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Figure 3: (a) GMM estimated conditional
pdfs of the local detector output and confi-
dence intervals. (b) Zoom of the pdfs and
confidence intervals in the discriminative re-
gion. The confidence value selected is 99%.
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Figure 4: Parzen estimated conditional pdfs
and confidence intervals of the local detec-
tor output greater than -0.9. The confidence
value selected is 99%.



The censoring scheme is clear in this case,
we select R = {xi ∈ (−0.33, 3.14)}. The
lower limit has been slightly increased until
fX|H1

(xi|H1)

fX|H0
(xi|H0) ≥ 2, due to limit the transmis-

sions to informative enough ones. Although
fX|H1

(xi|H1) > fX|H0
(xi|H0) for all points

greater than zero, fX|Hj
(xi|Hj) are just es-

timates and the local detector outputs used
in the estimate of the pdfs fulfil xi ≤ 4.
Therefore the LR for xi > 3.14 can be ar-
tificially very high and may confuse the test.
Finally, the probabilities of not transmitting
PR̄|0 and PR̄|1 are calculated by integrating
fX|H0

(xi|H0) and fX|H1
(xi|H1) in R̄

resulting PR̄|0 ≈ 0.99975 and PR̄|1 ≈ 0.99781.

In Table 2 we show the performance of the
patient classifier. The experiments where car-
ried out for a β = 1-PD = 10−8 and a α =
PFA = 10−83. In the table, class is the cor-
rect hypothesis of the patient; id means the
patient’s id; reg# the number of regions avail-
able for that patient; dec. the decision made,
H1 stands for I and H0 for NI; done informs
if the sequential test has enough confidence
to take the decision; LLR is the log-likelihood
ratio, if it is greater than 0 is more probable
than the patient is infectious and, finally, reg.
used is the number of regions analysed by the
fusion centre to make the decision. The first
thing to note in the table is that all the pa-
tients are well classified. However, it has not
enough confidence in 5 decisions, more images
where needed in these cases. If more images
are not available, these cases should be su-
pervised by a human expert. Another point
is that the number of images required varies
from patient to patient, we think that this de-
pends on the number and the characteristics
of the bacilli that appear in each image.

7 Conclusions

In these paper a novel approach to distrib-
uted detection has been proposed. The main
novelty is the use of learning-based local de-
tectors without statistically interpretable out-

3Note than this quality constraints may be reached
too early because of the non independence of the local
classifiers outputs.

Table 2: Fusion centre decisions and confi-
dences.

class id reg# dec. done LLR reg. used

H1 675 536052 H1 yes 18.8224 74792
H1 738 237765 H1 yes 18.7393 131416
H0 139 43230 H0 yes -18.4208 27122
H0 210 43230 H0 yes -18.4207 29614
H0 930 43230 H0 no -6.28833 43230
H0 931 43230 H0 yes -18.4208 23232
H0 944 43230 H0 yes -18.4211 26049
H0 945 38907 H0 yes -18.4214 29088
H0 950 43230 H0 yes -18.4211 22956
H0 986 43230 H0 yes -18.4209 21849
H0 820 43230 H0 no -2.45052 43230
H0 855 43230 H0 no -11.8288 43230
H0 857 38907 H0 no -17.933 38907
H0 858 43230 H0 no -16.5651 43230
H0 859 38907 H0 yes -18.4209 27355
H0 860 34584 H0 yes -18.4209 28471
H0 861 43230 H0 yes -18.4211 25237

puts. This opens the use of simple and
pure discriminative methods from machine-
learning in distributed detection. We show
how to construct log-likelihood ratio tests us-
ing those local detectors and develop the NP
and SPRT tests. Also, we suggest simple cen-
soring schemes that take into account both
the contribution to the LLR and the precision
of the conditional pdfs estimates. This way we
avoid biased LLR test due to imprecise pdf es-
timation and provide energy savings, which is
very important in practical applications. We
have successfully applied the suggested frame-
work to the automated tuberculosis (TB) di-
agnosis.
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